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Poisson Distribution 
 
 
 
 
 

Poisson Distribution is the discrete probability of 
count of the events which occur randomly in a 
given interval of time. 

 
 

 

In Poisson distribution, the trials must be very 
large while the probability of occurrences of 
outcome under observation must be small. In 
addition, the independence of trials and 
consistency of probability from trial to trial 

 

properties are required. 



Determining The Poisson Distribution 
 
 
 
 
 

The Poisson random variable satisfies the following 
conditions: 

 
 
 

•The number of successes in two disjoint time 
intervals is independent. 

 

•The probability of a success during a small time 
interval is proportional to the entire length of the 
time interval. 



Definition 
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Example 
 
 
 

• Number of accidents on a highway in a 
certain area in a specified time  

• Number of telephone calls received at small 
business in an one-hour period.  

• Number of customers that enter a bank in 
an one -hour period. 



Poisson Regression Model 
 
 
 
 

Poisson regression is a form of regression analysis used to 
model count data. 

 

We write Poisson regression model in terms of the mean 
response. We assume that there exists a function, g, that 
relatives the mean of the response to linear predictor 





Parameter Estimation 





 

Newton-Raphson method 



 

Fisher`s Scoring method 



Measures Goodness-of-Fit 
 
 
 

 

In Poisson regression there are two common 
measures for Goodness-of-Fit 

 
 

 

• Pearson`s Chi-squared  
• Deviance 

 
 
 
 

Both measures have approximate Chi-square 
distributions under hypothesis that the corrent model 
is appropriate for fixed number of combinations of 
independent variables and large counts. 



Test Statistics for measures 
of Goodness-of-Fit 



Pseudo R2 



Confidence Interval 
 
 

The confidence interval for the mean of a Poisson distribution 
can be expressed using the relationship between the 
cumulative distribution functions of the Poisson and chi-
squared distributions. The chi-squared distribution is itself 
closely related to the gamma distribution, and this leads to an 
alternative expression. Given an observation k from a Poisson 
distribution with mean μi, a confidence interval for μi with 
confidence level 1 – α is 





Residual Analysis 
 
 
 

As in any regression analysis, a complete residual analysis 
should be employed. This involves plotting the residuals 
against various other quantities such as the regressor 
variables and the response variable. Various residuals may be 
of interest. 

 
 
 

We used some types of residuals in Poisson 
regression Raw residual  

Pearson residuals 
Deviance residual 







Measures of Influence 
 
 
 
 

 

DFFITS – Measure of how much an 
observation has effected its fitted 
value from the regression model. 
Values larger than 2*sqrt((k+1)/n) in 
absolute value are considered highly 
influential. 
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an  observation  has  effected  the 
estimate  of  a  regression.  Values 
larger  than  2/sqrt(n)  in  absolute 
value are considered highly 
influential. 
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Numerical Example 



 

One-Sample Kolmogorov-Smirnov Test 
 
 

  y 
N  30
Poisson Mean 

4,23
Parameter(a,b)  

  

Most Extreme Absolute ,127
Differences Positive ,127

 Negative -,071

Kolmogorov-Smirnov Z ,698
Asymp. Sig. (2-tailed) ,714

 

a Test distribution is Poisson. 
b Calculated from data. 



 
 
 
 

Scatterplot of y vs x 
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Simple guiding questions will be provided to guide you how to respond to the about slides 


