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Score vector and information matrix

• SCORE VECTOR

In the theory of maximum likelihood estimation, the score
vector (or simply, the score) is the gradient (i.e., the vector of
first derivatives) of the log-likelihood function with respect to
the parameters being estimated.



Definition



Example Of  a Normal Distribution





How the score is used to find the maximum 
likelihood estimator



In Nutshell

• The first derivative of  the log-likelihood function is called the Score 
Function also known as Fisher’s score function.

• If  we define the score function as

• Score is a vector of  first partial derivatives, one for each element of  𝜃.

• If  the log-likelihood is concave, one can find the maximum likelihood 
estimator by setting the score to zero, i.e. by solving the system of  
equations:



Information Matrix

• The information matrix (also called Fisher information matrix) is the
matrix of second cross-moments of the score vector. The later is the
vector of first partial derivatives of the log-likelihood function with
respect to its parameters.



Definition





The information matrix is the covariance 
matrix of  the score
• Under mild regularity conditions, the expected value of  the score is equal to 

zero:

• As a consequence,

• that is, the information matrix is the covariance matrix of  the score.



Information equality

• Under mild regularity conditions, it can be proved that

where

is the matrix of  second-order cross-partial derivatives (so-called Hessian 
matrix) of  the log-likelihood.

• This equality is called information equality.



Information matrix of  the normal distribution

• As an example, consider a sample

made up of  the realizations of IID normal random variables with 

parameters 𝜇 and 𝜎2 (mean and variance).

• In this case, the information matrix is



Proof

• The log-likelihood function is



• The information matrix is

• We have





• Moreover,







In Nutshell-The Information Matrix

• The score is a random vector with some interesting statistical properties.
In particular, the score evaluated at the true parameter value 𝜃 has mean
zero



• Under mild regularity conditions, the information matrix can also be 
obtained as minus the expected value of  the second derivatives of  the 
log-likelihood:

• The matrix of  negative observed second derivatives is sometimes called 
the observed information matrix.



Likelihood Ratio Tests



Example



Example 
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